**Linear Regression Mock Exam**

**First Year Bachelor Students - Machine Learning**

**Duration:** 120 minutes  
**Total Questions:** 40  
**Instructions:** Choose the best answer for each question. Only one answer is correct per question.

**Question 1**

What is the primary goal of linear regression? A) To classify data into discrete categories B) To find the best linear relationship between input variables and a continuous output variable C) To cluster similar data points together D) To reduce the dimensionality of the dataset

**Answer: B**

**Question 2**

In simple linear regression, the equation y = β₀ + β₁x + ε, what does β₀ represent? A) The slope of the line B) The error term C) The y-intercept D) The correlation coefficient

**Answer: C**

**Question 3**

What does the term "least squares" refer to in linear regression? A) Finding the line that minimizes the sum of squared residuals B) Finding the line with the smallest slope C) Finding the line that passes through the most data points D) Finding the line with the smallest y-intercept

**Answer: A**

**Question 4**

In multiple linear regression, what is the relationship between the number of features and model complexity? A) More features always lead to better models B) The number of features doesn't affect model complexity C) More features generally increase model complexity D) Fewer features always lead to overfitting

**Answer: C**

**Question 5**

What is a residual in linear regression? A) The predicted value B) The difference between actual and predicted values C) The slope of the regression line D) The correlation between variables

**Answer: B**

**Question 6**

Which assumption is NOT required for linear regression? A) Linear relationship between variables B) Independence of residuals C) Normal distribution of the target variable D) Homoscedasticity (constant variance of residuals)

**Answer: C**

**Question 7**

What does R² (R-squared) measure? A) The slope of the regression line B) The proportion of variance in the dependent variable explained by the model C) The number of outliers in the dataset D) The correlation between all variables

**Answer: B**

**Question 8**

If R² = 0.85, what percentage of the variance is explained by the model? A) 15% B) 85% C) 0.85% D) 8.5%

**Answer: B**

**Question 9**

What is the range of possible values for R²? A) -1 to 1 B) 0 to 1 C) -∞ to +∞ D) 0 to 100

**Answer: B**

**Question 10**

In the context of linear regression, what is multicollinearity? A) When the target variable has multiple values B) When independent variables are highly correlated with each other C) When there are multiple regression lines D) When the dataset has multiple samples

**Answer: B**

**Question 11**

Which method is commonly used to solve for the coefficients in linear regression? A) Gradient descent B) Normal equation (analytical solution) C) Both A and B D) Random search

**Answer: C**

**Question 12**

What happens to the linear regression model when you add an irrelevant feature? A) R² always increases B) R² always decreases C) R² stays exactly the same D) The model becomes non-linear

**Answer: A**

**Question 13**

What is the main disadvantage of using R² as the only evaluation metric? A) It's difficult to calculate B) It always increases when adding more features, even irrelevant ones C) It can only be used for simple linear regression D) It doesn't work with negative values

**Answer: B**

**Question 14**

Which of the following is a regularization technique for linear regression? A) Ridge regression B) Lasso regression C) Elastic Net D) All of the above

**Answer: D**

**Question 15**

What does the coefficient β₁ represent in simple linear regression y = β₀ + β₁x? A) The y-intercept B) The rate of change in y for a unit change in x C) The correlation coefficient D) The error term

**Answer: B**

**Question 16**

In Ridge regression, what does the regularization parameter λ (lambda) control? A) The learning rate B) The amount of shrinkage applied to coefficients C) The number of iterations D) The size of the training set

**Answer: B**

**Question 17**

What is the main difference between Ridge and Lasso regression? A) Ridge uses L1 penalty, Lasso uses L2 penalty B) Ridge uses L2 penalty, Lasso uses L1 penalty C) Ridge is for classification, Lasso is for regression D) There is no difference

**Answer: B**

**Question 18**

What is homoscedasticity in linear regression? A) All variables have the same mean B) The residuals have constant variance across all levels of the independent variables C) All coefficients are equal D) The data follows a normal distribution

**Answer: B**

**Question 19**

Which of the following indicates a violation of the linear regression assumptions? A) Residuals forming a random pattern around zero B) Residuals showing a clear curved pattern C) Constant variance of residuals D) Independent observations

**Answer: B**

**Question 20**

What is the purpose of feature scaling in linear regression? A) To make all features have the same importance B) To ensure features are on similar scales for certain algorithms C) To reduce the number of features D) To increase the R² value

**Answer: B**

**Question 21**

In polynomial regression, if we use degree 2, how many coefficients will we have for one input variable? A) 1 B) 2 C) 3 D) 4

**Answer: C**

**Question 22**

What is the bias-variance tradeoff in the context of linear regression? A) The tradeoff between model complexity and interpretability B) The tradeoff between training time and accuracy C) The tradeoff between underfitting (high bias) and overfitting (high variance) D) The tradeoff between R² and adjusted R²

**Answer: C**

**Question 23**

Which evaluation metric is NOT commonly used for regression problems? A) Mean Squared Error (MSE) B) Mean Absolute Error (MAE) C) Root Mean Squared Error (RMSE) D) Accuracy

**Answer: D**

**Question 24**

What does it mean if a linear regression model has high bias? A) The model is overfitting to the training data B) The model is too simple and underfitting the data C) The model has perfect accuracy D) The model has too many parameters

**Answer: B**

**Question 25**

In cross-validation for linear regression, what is the typical purpose? A) To increase the size of the training set B) To estimate how well the model will perform on unseen data C) To reduce the number of features D) To speed up training

**Answer: B**

**Question 26**

What is the adjusted R²? A) R² adjusted for the number of predictors in the model B) R² multiplied by the number of samples C) R² divided by the number of features D) The average of multiple R² values

**Answer: A**

**Question 27**

If you have a dataset with n=100 samples and p=5 features, what is the degrees of freedom for the residuals? A) 94 B) 95 C) 99 D) 100

**Answer: A**

**Question 28**

What happens to Ridge regression when λ approaches infinity? A) All coefficients approach zero B) All coefficients approach infinity C) The model becomes ordinary least squares D) The model becomes undefined

**Answer: A**

**Question 29**

Which of the following best describes when to use polynomial regression? A) When you have categorical variables B) When the relationship between variables appears non-linear C) When you have missing data D) When you have too many features

**Answer: B**

**Question 30**

What is the main advantage of using the normal equation over gradient descent for linear regression? A) It's always faster B) It provides an exact solution in one step (no iterations needed) C) It works better with large datasets D) It handles non-linear relationships better

**Answer: B**

**Question 31**

In linear regression, what does it mean if residuals are heteroscedastic? A) Residuals have constant variance B) Residuals have non-constant variance C) Residuals are normally distributed D) Residuals are independent

**Answer: B**

**Question 32**

What is the p-value in the context of linear regression coefficients? A) The probability that the coefficient is zero B) The probability of observing the test statistic (or more extreme) given that the null hypothesis is true C) The coefficient value itself D) The prediction accuracy

**Answer: B**

**Question 33**

Which of the following is a sign of overfitting in linear regression? A) High training error and high test error B) Low training error and high test error C) High training error and low test error D) Low training error and low test error

**Answer: B**

**Question 34**

What is the purpose of standardizing features before applying linear regression? A) To make the coefficients directly comparable B) To speed up convergence in iterative algorithms C) To prevent features with larger scales from dominating D) All of the above

**Answer: D**

**Question 35**

In Lasso regression, what happens to less important features? A) Their coefficients become very large B) Their coefficients can become exactly zero C) They are ignored during training D) They are automatically removed from the dataset

**Answer: B**

**Question 36**

What is the difference between correlation and regression? A) There is no difference B) Correlation measures the strength of relationship; regression models the relationship for prediction C) Correlation is for prediction; regression is for measurement D) Correlation works with categorical data; regression works with numerical data

**Answer: B**

**Question 37**

If the relationship between X and Y is perfectly linear with no noise, what would be the R² value? A) 0 B) 0.5 C) 1 D) It depends on the slope

**Answer: C**

**Question 38**

What is the curse of dimensionality in relation to linear regression? A) When there are more features than samples, leading to overfitting B) When the dataset is too large to process C) When features are highly correlated D) When the target variable has too many unique values

**Answer: A**

**Question 39**

Which assumption of linear regression is violated when residuals show autocorrelation? A) Linearity B) Independence of residuals C) Normality of residuals D) Homoscedasticity

**Answer: B**

**Question 40**

What is the main purpose of train-validation-test split in linear regression? A) To increase the dataset size B) To train the model, tune hyperparameters, and evaluate final performance respectively C) To speed up training D) To handle missing values

**Answer: B**
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